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1.0 The Cyber Landscape, Frameworks, and Standards (10%)  

1.1 Summarize the organization of a typical SOC and the tasks belonging to Analyst, Engineer, and 

Architect roles. 

A typical Security Operations Center (SOC) is organized into three primary roles: SOC Analysts, SOC 

Engineers, and SOC Architects. These roles have distinct responsibilities and tasks that work together to 

efficiently manage and respond to cybersecurity threats and incidents. 

SOC Analysts are on the front lines of monitoring and incident detection. They are responsible for: 

• Monitoring security alerts and logs from various sources, such as firewalls, IDS/IPS, SIEM 

systems, and antivirus software. 

• Investigating and analyzing potential security incidents to determine their severity and impact. 

• Escalating critical incidents to higher-level SOC staff or incident response teams. 

• Documenting incident details and response actions. 

• Participating in incident coordination and communication. 

SOC Engineers are responsible for the technical aspects of the SOC infrastructure and play a critical role 

in maintaining and optimizing security tools and systems. They are responsible for: 

• Installing, configuring, and maintaining security technologies like firewalls, IDS/IPS, SIEM 

systems, and endpoint security solutions. 

• Developing and maintaining custom security rules, policies, and signatures. 

• Conducting regular security tool tuning and optimization to reduce false positives and improve 

detection accuracy. 

• Collaborating with vendors for system upgrades and patch management. 

• Assisting in the integration of new security solutions into the SOC environment. 

SOC Architects design and oversee the strategic and architectural aspects of the SOC. They ensure that 

the SOC operates efficiently and aligns with the organization's security goals. They are responsible for: 

• Developing and maintaining the SOC's architecture and technology roadmap. 

• Defining and enforcing security policies and procedures. 

• Overseeing the selection and implementation of security technologies and tools. 

• Ensuring compliance with industry standards and regulatory requirements. 

• Collaborating with IT and business stakeholders to align security goals with overall business 

objectives. 



• Planning and executing training and awareness programs for SOC staff. 

• Continuously assessing the SOC's performance and effectiveness and recommending 

improvements. 

In addition to these primary roles, the SOC may also include specialized roles such as Threat Hunters, 

Incident Responders, and Threat Intelligence Analysts, depending on the organization's size and security 

needs. 

The SOC operates 24/7 to provide continuous monitoring and response to emerging threats, making it a 

crucial component of an organization's cybersecurity posture. Collaboration and effective 

communication among SOC team members are essential for identifying and mitigating security incidents 

effectively. 

1.2 Recognize common cyber industry controls, standards, and frameworks and how Splunk 

incorporates those frameworks. 

Common cyber industry controls, standards, and frameworks play a significant role in guiding 

organizations' cybersecurity practices and ensuring compliance with best practices. Splunk, a powerful 

security information and event management (SIEM) tool, incorporates these frameworks to help 

organizations align with security requirements and efficiently monitor and respond to threats. 

Here are some common industry controls, standards, and frameworks and how Splunk incorporates 

them: 

• NIST Cybersecurity Framework (NIST CSF): The NIST CSF provides a set of guidelines for 

organizations to manage and reduce cybersecurity risk. It consists of five core functions: 

Identify, Protect, Detect, Respond, and Recover. Splunk can be configured to align with the NIST 

CSF by mapping its features to each core function. For example, Splunk can be used for asset 

discovery (Identify), threat detection and monitoring (Detect), incident response (Respond), and 

analysis of post-incident data (Recover). 

• CIS Critical Security Controls (CIS Controls): The CIS Controls are a set of prioritized actions 

designed to enhance cybersecurity resilience. They provide specific security measures to 

address various threats and vulnerabilities. Splunk can be used to continuously monitor and 

report on compliance with the CIS Controls. It can help organizations track the implementation 

of specific security measures, detect deviations from compliance, and generate reports for 

auditing purposes. 

• ISO 27001: ISO 27001 is an international standard for information security management systems 

(ISMS). It outlines the requirements for establishing, implementing, maintaining, and continually 

improving an organization's ISMS. Splunk can assist organizations in collecting and analyzing the 

data necessary to demonstrate compliance with ISO 27001. It can provide real-time monitoring, 

alerting, and reporting on security events and incidents, contributing to the effectiveness of the 

ISMS. 

• CMMC (Cybersecurity Maturity Model Certification): CMMC is a framework for assessing and 

enhancing the cybersecurity maturity of organizations that do business with the U.S. 

Department of Defense (DoD). It defines five levels of cybersecurity maturity. Splunk can help 



organizations achieve compliance with CMMC by providing visibility into security controls, 

continuous monitoring, and reporting capabilities necessary for certification at different 

maturity levels. 

• PCI DSS (Payment Card Industry Data Security Standard): PCI DSS is a set of security standards 

designed to ensure the safe handling of credit card information. It includes requirements for 

data protection, access control, and monitoring. Splunk can assist organizations in monitoring 

and auditing their compliance with PCI DSS requirements by collecting and analyzing data 

related to cardholder data access, security events, and system changes. 

Splunk's flexibility and robust capabilities make it a valuable tool for organizations looking to align with 

these industry controls, standards, and frameworks. By configuring Splunk to collect and analyze 

relevant security data, organizations can better manage their cybersecurity risk and demonstrate 

compliance with various security requirements. Additionally, Splunk's reporting and alerting capabilities 

help organizations stay proactive in addressing security threats and vulnerabilities. 

1.3 Describe key security concepts surrounding information assurance including confidentiality, 

integrity, and availability, and basic risk management. 

Key security concepts surrounding information assurance include confidentiality, integrity, availability 

(CIA triad), and basic risk management. These concepts are fundamental to maintaining the security of 

information and systems. 

1. Confidentiality: 

• Definition: Confidentiality ensures that information is accessible only to those who have 

the appropriate authorization or need to know. It prevents unauthorized access or 

disclosure of sensitive data. 

• Examples: Encryption, access controls, data classification, and user authentication are 

measures that enforce confidentiality. 

2. Integrity: 

• Definition: Integrity ensures the accuracy, reliability, and trustworthiness of data and 

resources. It safeguards against unauthorized modification, alteration, or tampering. 

• Examples: Data hashing, digital signatures, file integrity checks, and version control 

mechanisms help maintain data integrity. 

3. Availability: 

• Definition: Availability ensures that information and systems are accessible and usable 

by authorized users when needed. It protects against disruptions and downtime. 

• Examples: Redundant systems, load balancing, disaster recovery planning, and fault 

tolerance mechanisms contribute to availability. 

4. CIA Triad: 



• The CIA triad is a foundational concept in information assurance, emphasizing the 

balance of confidentiality, integrity, and availability. It is often depicted as a triangle, 

with each corner representing one of these principles. 

• Effective security strives to maintain a balance among these principles. For example, 

overly stringent security measures may impede availability, while weak security may 

compromise confidentiality or integrity. 

5. Basic Risk Management: 

• Risk Identification: The process of identifying potential threats and vulnerabilities that 

could impact information assets. This involves identifying assets, assessing 

vulnerabilities, and understanding potential threats. 

• Risk Assessment: Evaluating the likelihood and potential impact of identified risks. Risk 

assessment helps prioritize which risks to address first. 

• Risk Mitigation: Implementing measures to reduce or mitigate identified risks. This may 

include implementing security controls, policies, and procedures. 

• Monitoring and Review: Continuously monitoring the security posture, evaluating the 

effectiveness of risk mitigation measures, and making necessary adjustments. 

• Acceptance and Transfer: In some cases, organizations may accept certain risks if the 

cost of mitigation outweighs the potential impact. They may also transfer risks through 

insurance or contractual agreements. 

6. Security Controls: 

• Security controls are measures, safeguards, or countermeasures implemented to 

protect information and systems. These controls can be categorized into several types, 

including: 

• Technical Controls: These include firewalls, encryption, access controls, 

intrusion detection systems (IDS), and antivirus software. 

• Administrative Controls: These involve policies, procedures, and security 

awareness training for employees. 

• Physical Controls: These relate to physical security measures, such as biometric 

access controls, security cameras, and locked server rooms. 

7. Least Privilege Principle: 

• The principle of least privilege dictates that users and systems should have the minimum 

level of access necessary to perform their duties. This minimizes the risk of unauthorized 

access and reduces the potential impact of security breaches. 

8. Defense in Depth: 



• Defense in depth is an approach that employs multiple layers of security controls to 

protect against a wide range of threats. It acknowledges that no single security measure 

is foolproof and aims to provide redundancy and resilience. 

These security concepts and principles are essential for establishing a strong foundation in information 

assurance. Effective information security practices rely on a combination of technical controls, policies, 

risk management, and user awareness to protect against a constantly evolving threat landscape. 

2.0 Threat and Attack Types, Motivations, and Tactics (20%)  

2.1 Recognize common types of attacks and attack vectors. 

Common types of cyberattacks and their associated attack vectors 

Understanding common types of cyberattacks and their associated attack vectors is essential for 

effective cybersecurity defense. Here are some of the most common types of cyberattacks and how they 

are delivered: 

• Malware attacks: Malware is malicious software that can be delivered through a variety of ways, 

including: 

o Email attachments or links (email phishing) 

o Infected websites and malicious downloads 

o Removable media, such as USB drives 

o Exploiting software vulnerabilities 

• Phishing attacks: Phishing attacks typically involve: 

o Deceptive emails that trick users into clicking malicious links or downloading malicious 

attachments 

o Impersonating trusted entities, such as banks or reputable companies, to steal login 

credentials or personal information 

o Creating fake login pages (phishing websites) to collect sensitive data 

• Ransomware attacks: Ransomware is a type of malware that encrypts a victim's files and 

demands a ransom payment to decrypt them. It is often spread through: 

o Malicious email attachments 

o Drive-by downloads from compromised websites 

o Vulnerabilities in unpatched or outdated software 

o Malicious ads (malvertising) on websites 

• Distributed Denial of Service (DDoS) attacks: DDoS attacks involve overwhelming a target system 

with a flood of traffic. Attack vectors for DDoS include: 

o Botnets (networks of compromised devices) 



o Amplification attacks (e.g., DNS or NTP amplification) 

o Application layer attacks targeting web servers and applications 

• Social engineering attacks: Social engineering attacks exploit human psychology and often use: 

o Impersonation or pretexting to gain trust 

o Manipulation to extract sensitive information 

o Phishing emails or phone calls 

o Baiting with enticing offers or infected media (e.g., USB drives) 

• Zero-day exploits: Zero-day exploits target vulnerabilities in software or hardware that are 

unknown to the vendor or unpatched. Attackers may discover and exploit these vulnerabilities, 

often using: 

o Drive-by downloads from malicious websites 

o Malicious email attachments or links 

o Watering hole attacks (compromising websites frequented by the target audience) 

• Insider threats: Insider threats involve individuals with insider access who misuse their 

privileges. Attack vectors can include: 

o Unauthorized access to sensitive data or systems 

o Data exfiltration through removable media or email 

o Social engineering or coercion of insiders 

• SQL injection attacks: SQL injection attacks target web applications and can be executed by 

inserting malicious SQL code into input fields. Attack vectors may include: 

o Form input fields 

o URL parameters 

o Cookies or headers 

• Man-in-the-Middle (MitM) attacks: MitM attacks intercept and manipulate communication 

between two parties. Attack vectors include: 

o ARP spoofing to intercept local network traffic 

o DNS spoofing to redirect traffic 

o Compromised Wi-Fi access points 

• Brute force and credential stuffing attacks: These attacks attempt to guess or reuse login 

credentials. Attack vectors involve: 

o Automated scripts for password guessing 



o Lists of commonly used passwords 

o Stolen username-password pairs from data breaches (credential stuffing) 

• Drive-by downloads: Drive-by downloads occur when users visit compromised websites, and 

malicious code is automatically downloaded and executed without their consent. 

• Physical attacks: Physical attacks involve direct access to hardware or systems. Attack vectors 

can include: 

o Unauthorized access to data centers or server rooms 

o Theft or destruction of hardware devices 

o Tampering with physical network connections 

By understanding these common types of attacks and their associated attack vectors, organizations can 

implement effective cybersecurity measures to protect themselves from harm. 

2.2 Define common terms including supply chain attack, ransomware, registry, exfiltration, social 

engineering, DoS, DDoS, bot and botnet, C2, zero trust, account takeover, email compromise, threat 

actor, APT, adversary. 

1. Supply Chain Attack: 

• Definition: A supply chain attack is a cyberattack that targets the vulnerabilities in a 

company's suppliers or service providers. Attackers compromise these suppliers to gain 

access to the target organization's systems. 

2. Ransomware: 

• Definition: Ransomware is a type of malicious software that encrypts a victim's files or 

system, rendering them inaccessible. The attacker demands a ransom to provide the 

decryption key. 

3. Registry: 

• Definition: The Windows Registry is a centralized database used by the Microsoft 

Windows operating system to store configuration settings and options. 

4. Exfiltration: 

• Definition: Exfiltration is the unauthorized transfer of data or information from within an 

organization to an external location controlled by an attacker. 

5. Social Engineering: 

• Definition: Social engineering is a method of manipulating individuals into divulging 

confidential information or performing actions that may compromise security. It often 

involves psychological manipulation and deception. 

6. DoS (Denial of Service) Attack: 



• Definition: A Denial of Service (DoS) attack is an attempt to disrupt or disable the 

availability of a network or system by overwhelming it with a flood of traffic or requests. 

7. DDoS (Distributed Denial of Service) Attack: 

• Definition: A Distributed Denial of Service (DDoS) attack is an amplified version of a DoS 

attack that leverages multiple compromised systems (a botnet) to flood a target system 

with traffic, making it inaccessible. 

8. Bot and Botnet: 

• Definition: A bot (short for robot) is a compromised computer or device controlled 

remotely by an attacker. A botnet is a collection of bots used to perform coordinated 

malicious actions, often without the owner's knowledge. 

9. C2 (Command and Control): 

• Definition: Command and Control (C2) refers to the communication channel between an 

attacker and a compromised system or bot. Attackers use C2 to send instructions and 

control their malicious activities. 

10. Zero Trust: 

• Definition: Zero Trust is a security model that assumes no trust, even within an 

organization's network. It requires continuous verification of identity and strict access 

controls, regardless of the user's location or network segment. 

11. Account Takeover: 

• Definition: Account takeover occurs when an attacker gains unauthorized access to a 

user's account by stealing their login credentials. This is often achieved through phishing 

or credential stuffing. 

12. Email Compromise: 

• Definition: Email compromise refers to unauthorized access to or manipulation of email 

accounts for fraudulent purposes, such as email-based fraud or unauthorized access to 

sensitive information. 

13. Threat Actor: 

• Definition: A threat actor is an individual or entity responsible for initiating a cyberattack 

or conducting malicious activities, such as hackers, cybercriminals, or nation-state 

actors. 

14. APT (Advanced Persistent Threat): 

• Definition: An Advanced Persistent Threat is a sophisticated and highly targeted 

cyberattack conducted by skilled threat actors with long-term objectives. APTs often 

involve stealthy and persistent infiltration. 

15. Adversary: 



• Definition: An adversary is an individual or group that opposes an organization's 

interests and seeks to compromise its security. Adversaries can be cybercriminals, 

competitors, or threat actors with malicious intent. 

2.3 Identify the common tiers of Threat Intelligence and how they might be applied to threat analysis. 

Threat Intelligence is a critical component of cybersecurity that provides organizations with valuable 

information about emerging threats, vulnerabilities, and attack techniques. Threat Intelligence is 

typically categorized into different tiers, each serving a specific purpose in the threat analysis process. 

Common tiers of Threat Intelligence include: 

1. Strategic Threat Intelligence: 

• Purpose: Strategic Threat Intelligence focuses on high-level, long-term trends and risks. 

It helps organizations make informed decisions about their overall security posture and 

investments. 

• Application: Strategic Threat Intelligence can be applied to threat analysis by providing 

context about the broader threat landscape, including industry-specific threats and 

geopolitical factors. It helps organizations prioritize their security initiatives and allocate 

resources effectively. 

2. Operational Threat Intelligence: 

• Purpose: Operational Threat Intelligence provides more detailed and actionable 

information about current threats and vulnerabilities. It helps organizations detect and 

respond to threats in real-time. 

• Application: Operational Threat Intelligence is directly applied to threat analysis by 

providing timely data about specific threats, such as indicators of compromise (IOCs), 

malware signatures, and attack patterns. Security teams can use this information to 

identify and mitigate threats actively. 

3. Tactical Threat Intelligence: 

• Purpose: Tactical Threat Intelligence offers specific and technical details about threats, 

including tactics, techniques, and procedures (TTPs) used by threat actors. 

• Application: Tactical Threat Intelligence is used in threat analysis to enhance security 

controls and response strategies. It helps security teams understand the specific tactics 

employed by threat actors and fine-tune their defenses to detect and prevent these 

tactics effectively. 

4. Technical Threat Intelligence: 

• Purpose: Technical Threat Intelligence provides highly technical information about 

threats, often in the form of raw data, such as malware code or network packet 

captures. 

• Application: Technical Threat Intelligence is used by security researchers and experts to 

perform in-depth analysis of advanced threats. It can help uncover zero-day 



vulnerabilities, reverse-engineer malware, and develop custom detection and mitigation 

techniques. 

5. Open-Source Threat Intelligence: 

• Purpose: Open-source Threat Intelligence includes information from publicly available 

sources, such as security blogs, forums, and threat-sharing communities. 

• Application: Open-source Threat Intelligence can be used by organizations to stay 

informed about emerging threats and trends. It complements other threat intelligence 

tiers by providing additional context and real-world examples. 

6. Commercial Threat Intelligence: 

• Purpose: Commercial Threat Intelligence is obtained from commercial sources and 

vendors that specialize in collecting, analyzing, and providing threat data. 

• Application: Commercial Threat Intelligence can be valuable for organizations that 

prefer to outsource threat intelligence gathering and analysis. It can be used to enhance 

existing threat analysis efforts with premium, curated data. 

The application of these Threat Intelligence tiers depends on an organization's specific needs and 

capabilities. Effective threat analysis often involves integrating information from multiple tiers to gain a 

comprehensive understanding of the threat landscape. This enables organizations to proactively detect, 

respond to, and mitigate cybersecurity threats effectively. 

2.4 Outline the purpose and scope of annotations within Splunk Enterprise Security. 

Annotations within Splunk Enterprise Security (ES) play a crucial role in enhancing threat detection, 

investigation, and response capabilities. Annotations provide additional context and information to 

security analysts, helping them understand and take appropriate actions when dealing with security 

incidents. Here's an outline of the purpose and scope of annotations within Splunk Enterprise Security: 

Purpose of Annotations: 

1. Enhanced Investigation: Annotations offer context to alerts and notable events, making it easier 

for analysts to investigate incidents effectively. They provide essential details, such as threat 

intelligence, affected assets, and potential impact. 

2. Improved Alert Triage: Annotations help security analysts prioritize alerts and incidents based 

on their severity and relevance. Analysts can quickly assess the importance of an alert and take 

appropriate actions. 

3. Documentation and Collaboration: Annotations serve as a documentation tool for security 

incidents. They allow analysts to record their findings, actions taken, and notes related to an 

incident. Annotations also support collaboration among security team members by providing a 

shared context. 

4. Incident Response: Annotations assist in the incident response process by tracking the timeline 

of events, actions, and responses taken during an incident. This helps in post-incident analysis 

and reporting. 



Scope of Annotations: 

1. Notable Events: Annotations are commonly associated with notable events in Splunk ES. 

Notable events are security alerts or incidents that meet specific criteria defined by correlation 

searches or custom rules. Annotations can be added to notable events to provide additional 

context. 

2. Alerts and Incidents: Annotations can also be added to individual alerts or incidents generated 

by security tools and sensors integrated with Splunk ES. This allows analysts to provide context 

specific to a particular alert or incident. 

3. Customization: Splunk ES allows users to customize annotations to meet their specific needs. 

This includes defining custom fields, templates, and annotation types to ensure that the 

annotations align with the organization's processes and requirements. 

4. Integration: Annotations can be integrated with external sources of threat intelligence and 

contextual information. This integration enhances the richness of annotations by providing real-

time data on threats, vulnerabilities, and indicators of compromise (IOCs). 

5. Historical Data: Annotations can be applied retroactively to past events and incidents, ensuring 

that historical data is also well-documented and contextualized. This is particularly valuable for 

post-incident analysis and compliance reporting. 

6. User Attribution: Annotations often include information about the user or analyst who added 

the annotation. This helps maintain an audit trail and accountability for actions taken during an 

investigation or incident response. 

In summary, annotations within Splunk Enterprise Security serve as a means to add context and 

documentation to security alerts, notable events, and incidents. They enhance the effectiveness of 

security operations, support thorough investigation and response, and facilitate collaboration among 

security team members. Splunk ES allows organizations to tailor annotations to their specific 

requirements, making them a versatile tool for improving overall cybersecurity posture. 

2.5 Define tactics, techniques, and procedures and how they are regarded in the industry. 

"Tactics, Techniques, and Procedures" (TTPs) are crucial concepts in the field of cybersecurity and are 

used to describe various aspects of cyber threats and attacks. These terms are regarded with great 

importance in the industry for understanding and mitigating security threats effectively: 

1. Tactics (T): 

• Definition: Tactics refer to the high-level, overarching strategies or objectives employed 

by threat actors to achieve their goals. Tactics provide a broad view of what an attacker 

aims to accomplish without detailing the specific methods used. 

• Importance: Understanding the tactics used by threat actors helps security professionals 

anticipate potential attacks, plan defenses, and develop countermeasures. Tactics guide 

the overall response strategy and threat mitigation efforts. 

2. Techniques (T): 



• Definition: Techniques are the specific methods or procedures used by threat actors to 

implement the tactics. Techniques are more detailed and granular than tactics and 

describe the step-by-step actions taken by attackers to achieve their objectives. 

• Importance: Techniques provide actionable insights into how an attack is executed. 

Security professionals use knowledge of attack techniques to detect and prevent 

attacks, as well as to improve incident response and forensic analysis. 

3. Procedures (P): 

• Definition: Procedures are the specific, detailed steps followed by threat actors when 

implementing techniques. Procedures outline the precise actions, tools, and commands 

used during an attack. 

• Importance: Procedures are essential for forensic analysis, incident response, and 

understanding the inner workings of an attack. Security professionals can use 

procedures to identify indicators of compromise (IOCs) and develop countermeasures 

and remediation plans. 

In the cybersecurity industry, TTPs are regarded as a fundamental framework for analyzing and 

defending against cyber threats. Here's why they are considered important: 

• Threat Analysis: TTPs provide a structured way to analyze cyber threats. Security professionals 

can categorize and document known TTPs, allowing them to recognize patterns and similarities 

across different attacks. 

• Defense Planning: Understanding TTPs helps organizations plan their defenses more effectively. 

By knowing how threat actors operate, organizations can implement security controls and 

measures tailored to specific attack techniques and tactics. 

• Incident Response: TTPs are invaluable during incident response. Security teams can use TTP 

knowledge to identify ongoing attacks, respond quickly to minimize damage, and prevent 

further intrusions. 

• Threat Intelligence: Threat intelligence feeds and reports often include TTP information. This 

data helps organizations stay updated on emerging threats and adapt their security strategies 

accordingly. 

• Training and Awareness: TTPs serve as valuable educational material for security professionals, 

allowing them to gain expertise in recognizing and mitigating specific cyber threats. 

• Mitigation and Prevention: With knowledge of TTPs, organizations can proactively implement 

controls and measures to prevent attacks or, at the very least, make it more challenging for 

threat actors to succeed. 

Overall, TTPs are a critical aspect of threat analysis and cybersecurity defense, providing the insights and 

tools necessary to identify, respond to, and mitigate a wide range of cyber threats and attacks 

effectively. 

3.0 Defenses, Data Sources, and SIEM Best Practices (20%)  



3.1 Identify common types of cyber defense systems, analysis tools, and the most useful data sources 

for threat analysis. 

Common types of cyber defense systems, analysis tools, and useful data sources play a crucial role in 

threat analysis and cybersecurity. Here are some examples of each: 

Cyber Defense Systems: 

1. Firewalls: 

• Purpose: Firewalls are network security devices that monitor and control incoming and 

outgoing network traffic. They enforce access policies, filtering traffic based on 

predefined rules to prevent unauthorized access and protect against threats. 

2. Intrusion Detection Systems (IDS) and Intrusion Prevention Systems (IPS): 

• Purpose: IDS and IPS are security systems designed to detect and, in the case of IPS, 

prevent unauthorized access and malicious activities on a network. IDS identifies 

suspicious patterns, while IPS takes action to block or mitigate threats. 

3. Antivirus and Antimalware Solutions: 

• Purpose: These solutions are designed to detect, quarantine, or remove malicious 

software, such as viruses, Trojans, and spyware, to prevent them from compromising 

systems or data. 

4. Security Information and Event Management (SIEM) Systems: 

• Purpose: SIEM systems collect, correlate, and analyze security events and logs from 

various sources to detect and respond to security incidents. They provide centralized 

visibility into an organization's security posture. 

5. Endpoint Detection and Response (EDR) Solutions: 

• Purpose: EDR solutions monitor and respond to threats at the endpoint level (individual 

devices). They provide advanced threat detection, investigation, and response 

capabilities on endpoints. 

6. Web Application Firewalls (WAFs): 

• Purpose: WAFs protect web applications from attacks by filtering and monitoring HTTP 

requests and responses, identifying and blocking malicious traffic, and protecting 

against common web vulnerabilities. 

7. Email Security Gateways: 

• Purpose: Email security gateways protect against email-based threats, including spam, 

phishing, malware, and email spoofing, by filtering inbound and outbound email traffic. 

Analysis Tools: 

1. Security Information and Event Management (SIEM) Platforms: 



• Purpose: SIEM platforms collect, analyze, and correlate security data from multiple 

sources to identify and respond to security incidents. They provide dashboards, alerts, 

and reporting for threat analysis. 

2. Network Packet Analyzers: 

• Purpose: Packet analyzers capture and analyze network traffic at the packet level. They 

help identify anomalies, monitor network performance, and investigate security 

incidents. 

3. Vulnerability Scanners: 

• Purpose: Vulnerability scanners identify weaknesses and vulnerabilities in systems, 

networks, and applications. They assist in prioritizing and remedying security issues. 

4. Security Orchestration, Automation, and Response (SOAR) Platforms: 

• Purpose: SOAR platforms automate incident response tasks, orchestrate security 

processes, and integrate with various security tools to improve efficiency in responding 

to threats. 

5. Threat Intelligence Platforms (TIPs): 

• Purpose: TIPs aggregate, normalize, and analyze threat intelligence data from various 

sources to provide actionable insights and context for threat analysis. 

Useful Data Sources for Threat Analysis: 

1. Logs and Event Data: Collecting logs and event data from various sources, including firewalls, 

IDS/IPS, servers, and endpoints, is crucial for identifying suspicious activities and security 

incidents. 

2. Network Traffic Data: Network traffic data, including NetFlow and packet captures, can reveal 

network anomalies, communication patterns, and potential malicious activity. 

3. Endpoint Data: Endpoint data sources provide information about system and user activities, 

helping in the detection of malware, unauthorized access, and suspicious behavior. 

4. Threat Feeds and Intelligence: Subscribing to threat intelligence feeds and sources provides 

information about known threats, vulnerabilities, and indicators of compromise (IOCs). 

5. Email Logs and Headers: Analyzing email logs and headers helps identify email-based threats, 

including phishing attempts, email spoofing, and malicious attachments. 

6. User and Entity Behavior Analytics (UEBA): UEBA solutions use user and entity behavior 

analysis to detect anomalies and unusual activities that may indicate insider threats or 

compromised accounts. 

7. Cloud Security Logs: For organizations using cloud services, logs from cloud platforms (e.g., 

AWS, Azure, GCP) provide insights into cloud-based threats and misconfigurations. 



8. Threat Hunting Data: Data collected during proactive threat hunting exercises, such as endpoint 

artifacts, suspicious files, and behavioral indicators, is essential for identifying unknown threats. 

9. Incident Reports: Past incident reports and post-incident analysis can provide valuable insights 

into attack methods and tactics used by threat actors. 

10. Application Logs: Logs generated by web applications and servers can help identify application-

specific vulnerabilities and attacks. 

Effective threat analysis involves collecting and correlating data from multiple sources, using analysis 

tools to process and interpret this data, and deploying defense systems to detect, prevent, and respond 

to security threats. Security professionals use these tools and data sources to stay vigilant and protect 

their organizations from a wide range of cyber threats. 

3.2 Describe SIEM best practices and basic operation concepts of Splunk Enterprise Security, including 

the interaction between CIM, Data Models, and acceleration, Asset and Identity frameworks, and 

common CIM fields that may be used in investigations. 

Splunk Enterprise Security (Splunk ES) is a powerful Security Information and Event Management (SIEM) 

solution that helps organizations monitor, detect, investigate, and respond to security threats. To 

effectively use Splunk ES, it's essential to understand best practices and basic operational concepts, 

including the Common Information Model (CIM), Data Models, acceleration, Asset and Identity 

frameworks, and common CIM fields used in investigations. 

SIEM Best Practices for Splunk Enterprise Security: 

1. Data Collection and Integration: 

• Collect relevant log and event data from various sources, such as firewalls, IDS/IPS, 

endpoints, and cloud services, and integrate it into Splunk ES for centralized analysis. 

2. Data Normalization and CIM: 

• Use the CIM to normalize and standardize data from different sources, ensuring 

consistent field naming and mapping to predefined CIM data models. 

3. Data Enrichment: 

• Enrich data with contextual information, such as threat intelligence feeds, to enhance 

the analysis of security events. 

4. Data Retention Policies: 

• Define data retention policies to retain security event data for an appropriate period, 

balancing storage requirements and compliance needs. 

5. Use Case Development: 

• Create and customize correlation searches and alerts based on specific use cases 

relevant to your organization's security posture. 

6. Incident Response Playbooks: 



• Develop incident response playbooks that outline standardized procedures for 

responding to different types of security incidents. 

7. Threat Intelligence Integration: 

• Integrate threat intelligence feeds and platforms to enrich threat context and improve 

threat detection capabilities. 

8. User and Entity Behavior Analytics (UEBA): 

• Implement UEBA techniques to detect abnormal user and entity behaviors indicative of 

insider threats or compromised accounts. 

Basic Operational Concepts in Splunk Enterprise Security: 

1. Common Information Model (CIM): 

• CIM is a predefined data model that standardizes and normalizes security data for 

consistent analysis. It provides a common language for understanding security events 

and is the foundation of Splunk ES. 

2. Data Models: 

• Data Models are CIM-compatible data structures that group related data for analysis. 

Splunk ES includes various data models, such as Authentication, Network, and Intrusion 

Detection, to simplify threat analysis. 

3. Data Model Acceleration: 

• Data Model Acceleration is a feature that precalculates and caches summary data, 

making searches faster and more efficient, especially when dealing with large volumes 

of data. 

4. Asset and Identity Frameworks: 

• The Asset Framework helps track and manage assets within the organization, while the 

Identity Framework focuses on user and entity identities. These frameworks enable 

better asset and identity correlation in threat detection. 

5. Identity Correlation: 

• Identity correlation links user and entity identities across different data sources, 

providing a holistic view of user activities and enabling more accurate threat detection. 

6. Common CIM Fields for Investigations: 

• Common CIM fields used in investigations include fields like src_ip, dest_ip, user, action, 

signature, category, and severity. These fields help analysts identify key details in 

security events and conduct investigations efficiently. 

7. Adaptive Response Actions: 



• Splunk ES supports Adaptive Response Actions, which allow automated responses to 

security incidents. These actions can be triggered based on alert conditions and 

playbooks. 

By adhering to these best practices and understanding the operational concepts within Splunk 

Enterprise Security, organizations can enhance their security posture, improve threat detection and 

response capabilities, and effectively protect against a wide range of cyber threats. 

3.3 Describe how Splunk Security Essentials and Splunk Enterprise Security can be used to assess data 

sources, including common sourcetypes for on-prem and cloud-based deployments and how to find 

content for a given sourcetype. 

Splunk Security Essentials and Splunk Enterprise Security (ES) are valuable tools for assessing data 

sources and enhancing security in on-premises and cloud-based deployments. They can help 

organizations identify and analyze security-related data sources effectively. Here's how you can use 

them for this purpose: 

Splunk Security Essentials: 

1. Assessing Data Sources: 

• Splunk Security Essentials provides a comprehensive framework for assessing data 

sources and understanding their relevance to security use cases. It offers a "Data 

Sources" section that categorizes data sources by security domain, such as Endpoint, 

Network, Identity, and more. 

• Users can explore the data sources categorized within each domain, view descriptions, 

and assess the value of each source for security monitoring and analysis. 

2. Common Sourcetypes: 

• Splunk Security Essentials highlights common sourcetypes associated with each data 

source. Sourcetypes are tags that Splunk uses to categorize and identify the format of 

incoming data. They help users determine how to parse and analyze the data 

effectively. 

3. Search Examples: 

• For each data source, Splunk Security Essentials provides search examples and sample 

queries that demonstrate how to extract, search, and analyze relevant data. These 

examples serve as a starting point for users unfamiliar with the data source. 

4. Dashboards and Content: 

• Splunk Security Essentials includes pre-built dashboards and content that leverage 

specific data sources. These dashboards showcase visualizations and reports to help 

users monitor and investigate security events. 

Splunk Enterprise Security: 

1. Assessing Data Sources: 



• Splunk ES offers advanced capabilities for assessing data sources within a SIEM context. 

It integrates with Splunk's Common Information Model (CIM), which provides a 

standardized framework for mapping and normalizing data sources. 

• Analysts can use the CIM to assess how well a particular data source aligns with CIM-

defined data models and fields. CIM-compatible data sources are easier to integrate and 

analyze within Splunk ES. 

2. Data Models: 

• Splunk ES relies on Data Models, such as Authentication, Network, and Intrusion 

Detection, to represent structured, normalized data. These data models align with CIM, 

making it easier to assess the suitability of data sources. 

• Data models define the fields and relationships that enhance threat detection and 

investigation. 

3. Content for Sourcetypes: 

• Within Splunk ES, you can explore and search for content relevant to specific 

sourcetypes. Content includes correlation searches, alerting rules, dashboards, and 

notable event configurations. 

• Users can search for content based on sourcetype or data model, allowing them to find 

and implement security use cases tailored to their data sources. 

4. Adaptive Response Actions: 

• Splunk ES integrates with Adaptive Response Actions, which can be configured to 

respond automatically to security incidents based on data source-specific alerts and 

triggers. 

By using Splunk Security Essentials and Splunk Enterprise Security together, organizations can effectively 

assess data sources, identify valuable security information, and leverage pre-built content to enhance 

their security monitoring and incident response capabilities, whether in on-premises or cloud-based 

environments. 

4.0 Investigation, Event Handling, Correlation, and Risk (20%)  

4.1 Describe continuous monitoring and the five basic stages of investigation according to Splunk. 

Continuous monitoring and the five basic stages of investigation are key components of a robust 

cybersecurity strategy when using Splunk. These stages help organizations proactively detect, 

investigate, and respond to security incidents. Here's an overview: 

Continuous Monitoring: 

Continuous monitoring is the practice of actively and systematically observing an organization's systems, 

networks, and data to identify security threats and vulnerabilities in real time. In the context of Splunk, 

continuous monitoring involves the ongoing collection, analysis, and visualization of security-related 



data from various sources to detect anomalies and potential security incidents. It's a proactive approach 

that enables organizations to respond quickly to emerging threats. 

The Five Basic Stages of Investigation in Splunk: 

1. Preparation: 

• Objective: The preparation stage involves getting ready to investigate security incidents. 

This includes defining and documenting incident response procedures, assembling the 

incident response team, and ensuring that the necessary tools and resources are 

available. 

• Tasks: 

• Define roles and responsibilities within the incident response team. 

• Prepare incident response documentation and playbooks. 

• Verify that data sources are being collected and indexed correctly in Splunk. 

• Establish communication channels for reporting and sharing incident 

information. 

2. Identification: 

• Objective: In this stage, security analysts identify potential security incidents or 

anomalies within the data collected by Splunk. They look for indicators of compromise 

(IOCs) and patterns that may suggest malicious activity. 

• Tasks: 

• Monitor Splunk dashboards, alerts, and correlation searches for suspicious 

activity. 

• Investigate alerts generated by SIEM rules and detection mechanisms. 

• Review logs, event data, and other relevant information to confirm the presence 

of an incident. 

• Identify the scope and impact of the incident. 

3. Containment: 

• Objective: Once an incident is confirmed, the containment stage focuses on limiting the 

scope and impact of the incident by isolating affected systems or taking other corrective 

actions. 

• Tasks: 

• Isolate compromised systems from the network, if necessary. 

• Disable compromised user accounts. 

• Apply security patches or updates to mitigate vulnerabilities. 



• Implement temporary access controls to prevent further damage. 

4. Eradication: 

• Objective: The eradication stage aims to remove the root cause of the incident and 

eliminate any lingering threats or vulnerabilities. 

• Tasks: 

• Investigate the attack vector and method used by the attacker. 

• Identify and remediate the vulnerabilities that allowed the incident to occur. 

• Implement long-term solutions to prevent similar incidents in the future. 

• Conduct a thorough review of affected systems for signs of compromise. 

5. Recovery: 

• Objective: The recovery stage focuses on restoring normal operations and ensuring that 

systems and data are secure. 

• Tasks: 

• Monitor systems and networks for any signs of continued or recurring threats. 

• Verify that all security controls and configurations are in place and effective. 

• Communicate with stakeholders about the incident, its resolution, and any 

follow-up actions. 

• Update incident response documentation based on lessons learned. 

These five stages provide a structured approach to investigating security incidents and managing the 

incident response process efficiently within Splunk. Continuous monitoring and proactive investigation 

are essential for maintaining a strong cybersecurity posture and minimizing the impact of security 

threats. 

4.2 Explain the different types of analyst performance metrics such as MTTR and dwell time. 

Performance metrics for security analysts play a crucial role in measuring the effectiveness of a security 

operations center (SOC) and the efficiency of incident response processes. Two common performance 

metrics used in cybersecurity are Mean Time to Respond (MTTR) and Dwell Time. Here's an explanation 

of each: 

1. Mean Time to Respond (MTTR): 

• Definition: MTTR measures the average amount of time it takes for a security team to 

respond to and resolve a security incident after it has been detected. It's typically 

calculated by adding the time it takes to identify and confirm an incident (Mean Time to 

Detect or MTTD) and the time it takes to remediate or mitigate the incident (Mean Time 

to Remediate or MTTRem). 



• Purpose: MTTR provides insight into how quickly an organization can react to security 

incidents. A lower MTTR indicates a faster incident response time, which can help 

minimize the impact of security breaches and reduce potential damage. 

• Use Case: For example, if the MTTD is 1 hour, and the MTTRem is 3 hours, the MTTR for 

the incident would be 4 hours. This means it took, on average, 4 hours to fully respond 

to and resolve the incident. 

2. Dwell Time: 

• Definition: Dwell Time, also known as "Time to Detect" or "Time to Identify," measures 

the duration that an attacker remains undetected within a network or system before 

their presence is discovered by security monitoring and incident response teams. 

• Purpose: Dwell Time highlights the effectiveness of an organization's threat detection 

capabilities. Longer dwell times indicate that attackers have more time to move 

laterally, exfiltrate data, and carry out malicious activities, potentially causing greater 

harm. 

• Use Case: For example, if an attacker gained unauthorized access to a system on January 

1st and remained undetected until January 15th, the dwell time for that incident would 

be 14 days. 

In summary: 

• MTTR measures the average time to respond and remediate security incidents once they have 

been detected. Lower MTTR is desirable as it indicates faster incident resolution. 

• Dwell Time measures the duration of time that attackers remain undetected within an 

organization's network. Shorter dwell times are preferable because they indicate quicker 

detection and response to threats. 

Both MTTR and Dwell Time are essential metrics for evaluating an organization's security posture and 

incident response effectiveness. Reducing MTTR and Dwell Time is a common goal for security teams as 

it can lead to more efficient incident response and better protection against cyber threats. 

4.3 Demonstrate the ability to recognize common event dispositions and correctly assign them. 

Event dispositions, also known as incident dispositions or event statuses, are labels or categories used to 

classify the outcomes or resolutions of security incidents or alerts. Recognizing common event 

dispositions and assigning them correctly is crucial for tracking the progress and status of security 

incidents. Here are some common event dispositions and their meanings: 

1. False Positive: 

• Meaning: This disposition is used when an alert or incident is determined to be a benign 

or non-malicious event. It indicates that the initial alert was triggered by a legitimate 

and expected activity. 

• Example: An antivirus alert triggered by a legitimate software installation. 



2. True Positive: 

• Meaning: A true positive disposition is assigned when an alert or incident is confirmed 

as a genuine security threat or malicious activity. It indicates that the initial alert was 

valid and required action. 

• Example: Detecting and confirming a successful malware infection on a system. 

3. Investigation Required: 

• Meaning: When an alert or incident cannot be immediately categorized as true or false, 

it is marked as "Investigation Required." This disposition implies that further analysis 

and investigation are necessary to determine its nature. 

• Example: An alert triggered by unusual network traffic patterns that require deeper 

investigation. 

4. Mitigated: 

• Meaning: This disposition indicates that the security team has taken actions to mitigate 

the threat or incident, reducing its impact or eliminating it altogether. 

• Example: Implementing firewall rules to block malicious IP addresses. 

5. Not Actionable: 

• Meaning: Events marked as "Not Actionable" are determined to be legitimate activities 

that do not require any response or action. This disposition is often used for 

informational or benign events. 

• Example: Normal user login activity. 

6. Blocked: 

• Meaning: When security controls or countermeasures successfully prevent a threat or 

malicious activity, the event can be marked as "Blocked." It signifies that the threat was 

stopped before causing harm. 

• Example: An intrusion prevention system blocking a known attack. 

7. Escalated: 

• Meaning: Incidents or alerts that require higher-level intervention or additional 

expertise may be escalated. This disposition indicates that the incident has been 

forwarded to more experienced or specialized analysts. 

• Example: An incident involving advanced persistent threats (APTs) may be escalated to a 

dedicated APT response team. 

8. Resolved: 



• Meaning: When an incident has been fully addressed, the "Resolved" disposition is 

assigned. It signifies that all necessary actions have been taken to mitigate and close the 

incident. 

• Example: A data breach incident is resolved after data recovery, remediation, and 

communication with affected parties. 

Recognizing these common event dispositions and assigning them correctly is vital for incident tracking, 

reporting, and incident response coordination within a security operations center (SOC) or incident 

response team. Accurate disposition assignment ensures that security teams have a clear understanding 

of the status and outcomes of security incidents, enabling effective incident management. 

4.4 Define terms and aspects of Splunk Enterprise Security and their uses including SPL, Notable 

Event, Risk Notable, Adaptive Response Action, Risk Object, Contributing Events. 

1. SPL (Search Processing Language): 

• Definition: SPL is the search processing language used in Splunk for querying and 

analyzing data. It's a powerful, domain-specific language that allows you to perform 

searches, create reports, and build dashboards. 

• Use: Security analysts and administrators use SPL to search for security events, create 

custom correlation searches, investigate incidents, and extract valuable insights from 

security data. 

2. Notable Event: 

• Definition: A Notable Event in Splunk ES is a security incident or alert that has been 

identified as noteworthy based on predefined correlation searches or custom rules. 

Notable Events are used to prioritize and investigate potential security threats. 

• Use: Security analysts focus their attention on Notable Events to investigate, confirm, 

and respond to security incidents. They serve as a central point for incident 

management within Splunk ES. 

3. Risk Notable: 

• Definition: Risk Notables are a specific category of Notable Events that are associated 

with elevated risk levels. They are used to highlight high-priority security incidents that 

require immediate attention. 

• Use: Risk Notables help security teams quickly identify and respond to critical threats, 

allowing them to allocate resources effectively and mitigate potential risks. 

4. Adaptive Response Action: 

• Definition: Adaptive Response Actions in Splunk ES are automated response actions 

triggered by security alerts and correlation searches. They allow you to automate 

incident response tasks, such as blocking an IP address or isolating a compromised 

endpoint. 



• Use: Adaptive Response Actions streamline incident response by automating repetitive 

tasks, reducing response times, and enhancing the overall efficiency of the security 

operations team. 

5. Risk Object: 

• Definition: A Risk Object in Splunk ES is a representation of an entity (e.g., a user, host, 

or IP address) associated with a security incident or Notable Event. It provides 

contextual information about the entity's involvement in the incident. 

• Use: Risk Objects help security analysts understand the impact of an incident by 

providing details about the entities involved. They facilitate threat investigation and 

decision-making. 

6. Contributing Events: 

• Definition: Contributing Events are the individual log events or data entries that 

contribute to the generation of a Notable Event or Risk Notable. They represent the raw 

data points that trigger alerts or correlations. 

• Use: Security analysts can review Contributing Events to gain a granular understanding 

of an incident's timeline and the sequence of events leading up to it. This information is 

vital for incident investigation and analysis. 

Splunk Enterprise Security leverages these terms and aspects to provide a comprehensive platform for 

security monitoring, detection, investigation, and response. It empowers security teams to proactively 

identify and mitigate security threats by using custom searches, automated responses, and contextual 

information provided by Risk Objects and Contributing Events. 

4.5 Identify common built-in dashboards in Enterprise Security and the basic information they 

contain. 

Splunk Enterprise Security (Splunk ES) offers several built-in dashboards that provide security analysts 

and administrators with valuable insights into the security posture of their organization. These 

dashboards are designed to cover various aspects of security monitoring and threat detection. Here are 

some common built-in dashboards in Splunk Enterprise Security and the basic information they contain: 

1. Incident Review Dashboard: 

• Basic Information: 

• Displays a summary of open and closed incidents. 

• Provides incident statistics, including the number of high-priority incidents. 

• Allows security analysts to drill down into specific incidents for investigation. 

2. Threat Activity Dashboard: 

• Basic Information: 

• Shows an overview of recent threat activity and notable events. 



• Provides a visual representation of threat trends and volume. 

• Includes a timeline of notable events and their severity levels. 

3. Risk Analysis Dashboard: 

• Basic Information: 

• Presents risk scores and trends for various entities, such as users, assets, and IP 

addresses. 

• Identifies entities with the highest risk scores. 

• Allows for the investigation of specific entities to understand risk factors. 

4. Endpoint Dashboard: 

• Basic Information: 

• Focuses on the security status of endpoints within the organization. 

• Displays information about endpoint events, vulnerabilities, and threat 

detections. 

• Provides insights into the health and security of individual endpoints. 

5. Network Traffic Dashboard: 

• Basic Information: 

• Offers visibility into network traffic patterns and anomalies. 

• Shows top traffic sources and destinations. 

• Includes information about network anomalies and threat indicators. 

6. Authentication Dashboard: 

• Basic Information: 

• Focuses on user authentication and login activities. 

• Highlights successful and failed authentication attempts. 

• Detects suspicious login behavior and anomalies. 

7. Web Traffic Dashboard: 

• Basic Information: 

• Monitors web traffic and web-related security events. 

• Provides insights into web traffic volume, top domains, and response codes. 

• Detects and visualizes potential web-based threats and attacks. 



8. Alerts Dashboard: 

• Basic Information: 

• Displays a summary of alerts generated by Splunk ES. 

• Allows security analysts to filter and investigate specific alerts. 

• Provides information about alert status and severity. 

9. Asset Investigator Dashboard: 

• Basic Information: 

• Helps security analysts explore and investigate individual assets. 

• Provides asset details, vulnerabilities, and associated incidents. 

• Offers insights into asset risk scores and historical data. 

10. User Investigator Dashboard: 

• Basic Information: 

• Focuses on user-centric security monitoring. 

• Allows for user-centric investigations, displaying user activities and anomalies. 

• Provides user details, associated incidents, and risk scores. 

These built-in dashboards in Splunk Enterprise Security serve as powerful tools for security analysts and 

administrators to gain real-time visibility into their organization's security environment, detect threats, 

and respond effectively to security incidents. They offer a holistic view of the security landscape and 

help organizations make informed decisions to enhance their security posture. 

4.6 Understand and explain the essentials of Risk-Based Alerting, the Risk framework, and creating 

correlation searches within Enterprise Security. 

Risk-Based Alerting, the Risk framework, and creating correlation searches are essential components of 

a robust security monitoring and incident detection system within an organization's cybersecurity 

infrastructure, particularly when using tools like Splunk Enterprise Security. Let's break down these 

concepts: 

1. Risk-Based Alerting: 

Risk-Based Alerting is an approach to security monitoring that prioritizes alerts and incidents based on 

their potential impact and likelihood. It focuses on identifying and responding to the most critical 

threats first, allowing security teams to allocate their resources more efficiently. Here are the key 

components: 

• Risk Assessment: The first step in Risk-Based Alerting is to assess the risk associated 

with various security events and incidents. This assessment typically considers factors 



such as the severity of the threat, the value of the affected assets, and the likelihood of 

a successful attack. 

• Risk Scoring: After assessing the risk, each event or incident is assigned a risk score. This 

score is calculated based on predefined criteria and formulas that consider the 

importance of assets, threat indicators, and other relevant data. 

• Alert Prioritization: Alerts and incidents are then prioritized based on their risk scores. 

High-risk events are given top priority, while low-risk events may be deprioritized or 

even filtered out. 

• Response Automation: High-risk alerts may trigger automated responses or playbooks 

to mitigate the threat quickly. This can include actions like blocking suspicious IP 

addresses or isolating affected systems. 

2. The Risk Framework: 

The Risk framework in Splunk Enterprise Security is a set of tools and configurations that enable Risk-

Based Alerting. It includes the following components: 

• Risk Models: These are mathematical models that calculate the risk score for each event 

or incident. Risk models consider various factors, including asset value, threat 

intelligence, and historical data. 

• Adaptive Response Framework: This allows for automated responses to high-risk alerts. 

You can define actions to take when a specific risk threshold is exceeded. 

• Risk Analysis Workbench: This is a user interface within Splunk Enterprise Security that 

provides visibility into the risk scoring process and allows security analysts to investigate 

and adjust risk scores when necessary. 

• Risk Framework Configurations: This includes settings and rules for how risk scores are 

calculated, thresholds for triggering alerts, and integration with external threat 

intelligence sources. 

3. Creating Correlation Searches: 

Correlation searches are queries or rules that search through log and event data for specific patterns or 

indicators of compromise. They are used to identify potential security threats by correlating information 

from various data sources. Here's how you create correlation searches within Splunk Enterprise Security: 

• Defining Search Criteria: Start by defining the criteria that your correlation search 

should look for. This can include specific keywords, patterns, or combinations of events 

that may indicate an attack. 

• Building Queries: Use Splunk's search query language to construct the search that 

matches your defined criteria. You can use various operators and functions to filter and 

analyze data. 



• Thresholds and Alerts: Specify thresholds for triggering alerts. When the correlation 

search identifies a matching pattern or event that exceeds the defined threshold, it 

generates an alert. 

• Tuning and Refinement: Continuous refinement is essential. You may need to fine-tune 

your correlation searches over time to reduce false positives and improve the accuracy 

of your alerts. 

In summary, Risk-Based Alerting leverages the Risk framework to prioritize security alerts based on their 

potential impact and likelihood. Creating correlation searches is a crucial part of this process as it helps 

identify security threats by analyzing log and event data for specific patterns and indicators. Splunk 

Enterprise Security provides the tools and configurations necessary to implement these concepts 

effectively and enhance an organization's security posture. 

5.0 SPL and Efficient Searching (20%)  

5.1 Explain common SPL terms and how they can be used in security analysis, including TSTATS, 

TRANSACTION, FIRST/LAST, REX, EVAL, FOREACH, LOOKUP, and MAKERESULTS. 

Common SPL (Splunk Processing Language) terms are essential for performing security analysis using 

Splunk. Here's an explanation of these terms and how they can be used in security analysis: 

1. TSTATS: 

• Description: TSTATS is used to calculate statistical values like mean, median, and 

standard deviation from a time series of values. It's useful for time-based analysis of 

data. 

• Security Analysis Use: TSTATS can be used to analyze the time-based patterns of 

security events. For example, you can calculate the average response time for specific 

security actions over time to identify anomalies. 

2. TRANSACTION: 

• Description: TRANSACTION combines related events into a single event based on a 

common field or set of fields. It's useful for grouping events that are part of the same 

activity. 

• Security Analysis Use: TRANSACTION can help piece together the sequence of events 

during a security incident. For instance, you can group all log entries related to a single 

user session or a multi-step attack. 

3. FIRST/LAST: 

• Description: FIRST and LAST functions retrieve the earliest or latest event in a group of 

events based on specified criteria. 

• Security Analysis Use: These functions are helpful for identifying the initial and final 

actions in a security incident timeline. For example, you can find the first login attempt 

before a series of unauthorized access events. 



4. REX: 

• Description: REX is used for regular expression extraction. It extracts specific 

information from a text field using regular expressions. 

• Security Analysis Use: You can use REX to extract valuable information from log data. 

For instance, you can extract IP addresses, URLs, or user names from text fields for 

further analysis. 

5. EVAL: 

• Description: EVAL is used to create new fields or modify existing fields in search results 

using expressions and calculations. 

• Security Analysis Use: EVAL is valuable for creating calculated fields that aid in security 

analysis. For example, you can calculate the time duration between two events, or 

create a risk score based on various factors. 

6. FOREACH: 

• Description: FOREACH is used to iterate over a multivalue field and apply a subsearch or 

operation to each element in the field. 

• Security Analysis Use: It can be used to analyze events associated with multiple entities. 

For example, you can analyze the security activities of multiple users or IP addresses 

concurrently. 

7. LOOKUP: 

• Description: LOOKUP is used to enrich events with information from an external lookup 

table. It's useful for adding context to events. 

• Security Analysis Use: LOOKUP can be used to correlate security events with additional 

information from reference tables, such as threat intelligence feeds or known malicious 

IP databases. 

8. MAKERESULTS: 

• Description: MAKERESULTS generates dummy events or results. It's useful for creating 

synthetic data for testing or visualization purposes. 

• Security Analysis Use: You can use MAKERESULTS to generate test data to simulate 

different security scenarios, which can be helpful for testing and fine-tuning your 

security analysis queries and visualizations. 

In summary, these common SPL terms are powerful tools for conducting security analysis in Splunk. 

They enable you to manipulate and analyze data, extract relevant information, and enrich event data to 

gain insights into security threats and incidents. Understanding how to use these SPL terms effectively is 

crucial for security professionals working with Splunk for security monitoring and incident detection. 

5.2 Give examples of Splunk best practices for composing efficient searches. 



Composing efficient searches in Splunk is crucial for optimizing performance and getting the most out of 

your data. Here are some best practices for composing efficient Splunk searches: 

1. Start with Specifics: 

• Begin your search with specific filters, such as time ranges, hosts, or indexes, to limit the 

scope of your search. This reduces the amount of data Splunk needs to process. 

2. Use Indexes Wisely: 

• Make sure your data is properly indexed. Choose the right indexes for your data, and 

consider using summary indexing for frequently used searches. 

3. Avoid Wildcard Searches: 

• Minimize the use of wildcards (e.g., * or ?) at the beginning of search strings, as these 

can be resource-intensive. If possible, start with more specific terms. 

4. Use the search Command Sparingly: 

• The search command can be resource-intensive. Use it only when necessary. Consider 

other commands like stats, eval, and chart to perform calculations and aggregations 

without unnecessary filtering. 

5. Limit the Time Range: 

• Narrow down the time range as much as possible when searching historical data. Using 

the earliest and latest time modifiers can help. 

6. Use Field Extraction: 

• Leverage field extractions and knowledge objects (field aliases, calculated fields) to 

make your searches more efficient and readable. 

7. Avoid Overly Complex Queries: 

• Keep your search queries as simple as possible. Overly complex queries can be difficult 

to maintain and may not perform well. 

8. Utilize Subsearches Carefully: 

• Subsearches can be useful but should be used judiciously, as they can be resource-

intensive. Consider whether a subsearch is necessary, and optimize it as much as 

possible. 

9. Use the transaction Command Sparingly: 

• The transaction command can be expensive in terms of processing power. Use it only 

when necessary and try to limit the number of events included in a transaction. 

10. Avoid Overuse of eval and if Statements: 



• While eval and if statements can be powerful, avoid excessive use in a single search, as 

they can negatively impact performance. 

11. Optimize Field Names: 

• Use field aliases to create more user-friendly and efficient field names. This can make 

searches easier to read and understand. 

12. Utilize Summary Indexing: 

• Consider using summary indexing to precompute and store results of complex searches 

for faster retrieval in subsequent searches. 

13. Use the dedup Command Sparingly: 

• The dedup command can be slow when used on a large dataset. Try to minimize its 

usage, especially on large result sets. 

14. Regularly Review and Optimize Searches: 

• Periodically review your saved searches and dashboards to ensure they are still relevant 

and efficient. Delete or optimize searches that are no longer needed. 

15. Take Advantage of Splunk's Documentation and Community: 

• Splunk has extensive documentation and an active user community. Take advantage of 

these resources to learn best practices and optimize your searches. 

By following these best practices, you can improve the efficiency of your Splunk searches and make the 

most of your data analysis efforts. 

5.3 Identify SPL resources included within ES, Splunk Security Essentials, and Splunk Lantern. 

1. Splunk Enterprise Security (ES): 

• ES Content: Splunk Enterprise Security includes numerous prebuilt correlation searches, 

reports, and dashboards. These often come with embedded SPL searches, which are 

designed to help security professionals monitor and investigate security events. You can 

customize and extend these searches as needed. 

2. Splunk Security Essentials: 

• Searches: Splunk Security Essentials (SSE) is designed to help security practitioners 

identify and investigate security threats. It provides a collection of search queries, alerts, 

and SPL searches tailored for various security use cases. Users can import these 

searches into their Splunk environment and customize them to suit their specific needs. 

3. Splunk Lantern: 

• Lantern Queries: Splunk Lantern is a threat intelligence platform designed to help 

security teams investigate and respond to security incidents. It provides a library of 

"Lantern Queries," which are essentially predefined SPL searches crafted to detect and 



analyze various threats and indicators of compromise (IoCs). Users can leverage these 

queries to enhance their threat detection and response capabilities. 

6.0 Threat Hunting and Remediation (10%)  

6.1 Identify threat hunting techniques including configuration, modeling (anomalies), indicators, and 

behavioral analytics. 

Threat hunting is a proactive cybersecurity approach that involves actively searching for signs of 

malicious activities or security threats within an organization's network and systems. Threat hunting 

techniques encompass various methods, including configuration analysis, anomaly modeling, the use of 

indicators of compromise (IoCs), and behavioral analytics. Here's an overview of these techniques: 

1. Configuration Analysis: 

• Baseline Configuration: Establish a baseline of normal configuration settings for your 

network and systems. This involves documenting and analyzing the standard 

configurations for devices, services, and applications. 

• Configuration Change Monitoring: Continuously monitor for changes in configurations, 

especially those that could introduce security vulnerabilities. Tools like configuration 

management databases (CMDBs) and security information and event management 

(SIEM) systems can help in this regard. 

• Vulnerability Assessment: Regularly scan and assess the security posture of systems 

and applications to identify vulnerabilities and misconfigurations that could be exploited 

by attackers. 

2. Anomaly Modeling: 

• Statistical Analysis: Use statistical methods to establish what is "normal" behavior 

within your network. Deviations from these statistical norms may indicate potential 

security threats. Tools like machine learning can be employed to identify anomalies 

automatically. 

• User and Entity Behavior Analytics (UEBA): UEBA solutions monitor the behavior of 

users and entities (e.g., devices) to detect abnormal activities. These solutions build 

profiles of normal behavior and alert when deviations occur. 

• Network Traffic Analysis: Analyze network traffic patterns to identify unusual or 

suspicious network activity, such as large data transfers, unusual ports, or unusual 

protocols. 

3. Indicators of Compromise (IoCs): 

• IoC Database: Maintain and regularly update a database of known indicators of 

compromise, such as malware hashes, IP addresses, domains, and file paths. Compare 

network traffic and system logs against this database to identify matches. 



• YARA Rules: Use YARA rules, which are a way to define and identify patterns of 

malicious code or behavior in files and processes. YARA rules are especially useful for 

detecting specific malware or threats. 

• Threat Feeds: Subscribe to threat intelligence feeds that provide real-time information 

on emerging threats and IoCs. Integrating these feeds into your security infrastructure 

can help identify known threats quickly. 

4. Behavioral Analytics: 

• User and Entity Behavior Analytics (UEBA): As mentioned earlier, UEBA solutions 

analyze the behavior of users and entities to detect abnormal activities. They look for 

patterns like privilege escalation, data exfiltration, and lateral movement. 

• Endpoint Detection and Response (EDR): EDR solutions monitor endpoints for 

suspicious or malicious behavior, including process execution, file changes, and registry 

modifications. 

• Network Behavioral Analysis (NBA): NBA solutions analyze network traffic behavior to 

detect unusual patterns or activities that may indicate a breach or attack. 

Effective threat hunting often involves a combination of these techniques. It requires skilled analysts 

who can interpret the data and findings to differentiate between false positives and actual threats. 

Additionally, automated tools and machine learning algorithms can assist in scaling the threat hunting 

process, especially in large and complex environments. 

6.2 Define long-tail analysis, outlier detection, and some common steps of hypothesis hunting with 

Splunk. 

1. Long-Tail Analysis: 

• Definition: Long-tail analysis is a data analysis technique that focuses on examining the 

less common or infrequent occurrences, often found in the "long tail" of a distribution 

curve. It involves studying the outliers or events that occur with lower frequency in a 

dataset. This analysis is particularly valuable for uncovering hidden insights, niche 

trends, or opportunities that might not be apparent when focusing solely on the most 

common data points. 

• Use in Splunk: In Splunk, long-tail analysis can involve running queries or searches that 

target infrequent events or patterns within your data. By examining these less common 

occurrences, you can gain valuable insights into anomalies, trends, or issues that may 

require attention. 

2. Outlier Detection: 

• Definition: Outlier detection is the process of identifying data points or observations 

that significantly deviate from the typical or expected behavior within a dataset. Outliers 

can be indicators of anomalies, errors, fraud, or noteworthy events that warrant further 

investigation. 



• Use in Splunk: Splunk can be used for outlier detection by leveraging its search and 

statistical capabilities. You can create Splunk Processing Language (SPL) queries to 

detect outliers by applying statistical functions or defining thresholds that help identify 

data points outside of the expected range. 

3. Common Steps of Hypothesis Hunting with Splunk: 

• Step 1: Define the Hypothesis: 

• Clearly articulate the hypothesis or the specific question you want to investigate 

using Splunk. It could be related to security incidents, system performance 

issues, or any other area of interest. 

• Step 2: Data Collection: 

• Gather relevant data from your Splunk-indexed sources. Define the time frame, 

data sources, and filters necessary to focus on the specific data relevant to your 

hypothesis. 

• Step 3: Data Exploration: 

• Use Splunk's search and visualization features to explore the collected data. 

Create charts, tables, and visualizations to gain a better understanding of the 

data's patterns and trends. 

• Step 4: Hypothesis Testing: 

• Formulate queries and analyses in SPL to test your hypothesis. This may involve 

applying statistical functions, filters, and comparisons to the data. 

• Step 5: Alerting: 

• Set up alerts within Splunk based on conditions that align with your hypothesis. 

This allows Splunk to notify you when data meets specific criteria. 

• Step 6: Results Analysis: 

• Examine the results of your hypothesis testing. Determine whether the data 

supports or refutes your hypothesis. This may require further investigation or 

additional queries. 

• Step 7: Documentation: 

• Document your findings, including the steps taken, the results, and any actions 

or recommendations. Proper documentation is crucial for tracking and sharing 

insights within your organization. 

Hypothesis hunting in Splunk is an iterative process that combines domain knowledge, data exploration, 

statistical analysis, and alerting to investigate specific questions or concerns. It helps organizations 

uncover hidden insights, detect anomalies, and respond effectively to various operational and security 

challenges. 



6.3 Determine when to use adaptive response actions and configure them as needed. 

Adaptive response actions in Splunk are used to automate responses to detected security threats or 

events. These actions can help organizations quickly and efficiently respond to security incidents. Here's 

when to use adaptive response actions and how to configure them as needed: 

When to Use Adaptive Response Actions: 

1. Automating Incident Response: Adaptive response actions are most commonly used when you 

want to automate incident response processes based on specific conditions or events detected 

in your Splunk data. These actions can help reduce response times and minimize the impact of 

security incidents. 

2. Integration with External Tools: If your organization uses external security tools, such as 

firewalls, antivirus solutions, or ticketing systems, adaptive response actions can be used to 

trigger actions in these tools based on Splunk events. For example, you can automate blocking 

an IP address on a firewall when suspicious activity is detected in Splunk. 

3. Real-time Threat Mitigation: When dealing with real-time threats, adaptive response actions 

allow for immediate responses, such as isolating a compromised system or locking out a user 

account when malicious behavior is detected. 

4. Alert Suppression: Adaptive response actions can also be used to suppress or resolve alerts 

automatically, reducing alert fatigue for security analysts by allowing the system to handle 

routine tasks. 

How to Configure Adaptive Response Actions: 

Configuring adaptive response actions in Splunk involves several steps: 

1. Enable Adaptive Response Framework: 

• Ensure that the Adaptive Response Framework is enabled in your Splunk environment. 

You can enable it through Splunk Web or by modifying configuration files if necessary. 

2. Configure Response Actions: 

• Define the specific adaptive response actions you want to use. Splunk provides a range 

of built-in actions, such as triggering a script, sending an email, or blocking an IP 

address. You can also create custom actions if needed. 

3. Create Alerting Conditions: 

• Set up alerting conditions or correlation searches in Splunk that trigger the adaptive 

response actions. These conditions should be based on the events or patterns you want 

to respond to. 

4. Map Actions to Alerts: 



• Associate the adaptive response actions with the corresponding alerts or correlation 

searches. You can do this through the Splunk Web interface or by modifying 

configuration files. 

5. Test Actions: 

• Before deploying adaptive response actions in a production environment, thoroughly 

test them in a controlled environment to ensure they work as expected and do not 

cause unintended consequences. 

6. Monitor and Fine-Tune: 

• Continuously monitor the performance of your adaptive response actions and adjust 

them as needed. This may involve refining alerting conditions, modifying actions, or 

adding additional actions based on evolving security requirements. 

7. Document and Train: 

• Document the configuration and functionality of your adaptive response actions. Train 

your security team on how to use and manage them effectively. 

Remember that while adaptive response actions can be powerful for automating incident response, they 

should be implemented with caution. Misconfigured or overly aggressive actions can lead to false 

positives or unintended disruptions in your environment. Always consider the potential impact of an 

action before implementing it and have a clear rollback plan in case issues arise. 

6.4 Explain the use of SOAR playbooks and list the basic ways they can be triggered from Enterprise 

Security. 

SOAR (Security Orchestration, Automation, and Response) playbooks are a critical component of a 

comprehensive security operations strategy. They provide a structured and automated way to respond 

to security incidents and threats. Here's an explanation of the use of SOAR playbooks and some basic 

ways they can be triggered from Splunk Enterprise Security (ES): 

Use of SOAR Playbooks: 

1. Incident Response Automation: SOAR playbooks are primarily used for automating incident 

response processes. They define a series of steps or actions to be taken when specific security 

events or incidents occur. 

2. Workflow Automation: Playbooks help streamline and automate complex security workflows, 

which might involve multiple tools, teams, and processes. They ensure that incident response 

tasks are executed consistently and efficiently. 

3. Orchestration: Playbooks can orchestrate the actions of various security tools, such as firewalls, 

endpoint protection systems, SIEMs, and ticketing systems. This orchestration ensures that 

these tools work together seamlessly in response to threats. 

4. Data Enrichment: Playbooks can fetch additional context and threat intelligence information 

from external sources to enrich the data associated with an incident. This additional context aids 

in making more informed decisions during incident response. 



5. User Notification: Playbooks can automate the process of notifying relevant teams, 

stakeholders, or individuals when a security incident is detected and requires attention. 

6. Evidence Collection: They can also automate the collection of digital evidence, logs, and 

artifacts related to an incident, which is crucial for investigation and forensic purposes. 

7. Decision Making: Playbooks can include decision points where the system evaluates certain 

conditions and makes decisions on the appropriate course of action based on predefined rules. 

Triggering SOAR Playbooks from Splunk Enterprise Security: 

In Splunk Enterprise Security (ES), SOAR playbooks can be triggered in several ways: 

1. Alerts and Correlation Searches: Playbooks can be triggered automatically when specific alerts 

or correlation searches in Splunk ES detect security incidents or patterns of interest. For 

example, a playbook can be linked to an alert that signifies a potential data breach. 

2. Risk Framework: Playbooks can be associated with specific risk factors in the Splunk ES risk 

framework. When risk thresholds are met or exceeded, playbooks can be triggered to respond 

to the risk level. 

3. Notable Events: Splunk ES generates notable events for significant security incidents. Playbooks 

can be linked to notable events so that when a notable event is created, the associated 

playbook is automatically initiated. 

4. Manual Initiation: Security analysts can manually trigger playbooks from within the Splunk ES 

interface. This can be useful when an analyst wants to initiate a predefined response workflow 

for a specific incident. 

5. Adaptive Response Actions: Adaptive response actions within Splunk ES can be used to trigger 

playbooks automatically based on specific conditions. For example, a playbook can be triggered 

when an alert is fired by a correlation search that matches certain criteria. 

6. API Integration: Splunk ES can integrate with external SOAR platforms and ticketing systems 

using APIs. These external systems can then trigger SOAR playbooks based on data and events 

received from Splunk ES. 

By integrating SOAR playbooks with Splunk ES, organizations can enhance their incident response 

capabilities, reduce response times, and ensure a consistent and well-coordinated approach to handling 

security incidents and threats. 

 


